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Abstract River temperatures affect water quality, power plant cooling, and freshwater ecosystems. Stream
temperature models that treat river reaches and reservoirs as well-mixed segments do not capture thermal
stratification in reservoirs. To account for the effects of reservoir stratification on downstream water
temperatures, we developed a two-layer stratified reservoir module, which was integrated into the River
Basin Model (RBM) to simulate river temperature across a river network with multiple large thermally
stratified reservoirs. To evaluate the performance of this model configuration compared to RBM without
thermally stratified reservoirs, we simulated river temperature in the Tennessee River Basin in the
southeastern United States. We simulated land surface hydrologic fluxes using the Variable Infiltration
Capacity (VIC) model and routed runoff using the river routing model RVIC. The two-layer model
configuration reduced the bias in simulated summer river temperature from 6.7 to �1.2 °C downstream of a
reservoir with a residence time of 92 days and from 3.0 to�0.7 °C downstream of a reservoir with a residence
time of 8 days. Improvement in fall and winter, when reservoirs tend to be well mixed, is minimal. RBM
with the two-layer module also captured the observed longitudinal river temperature variation downstream
of a reservoir, with cool temperatures immediately downstream of the reservoir and gradual warming of the
river as it flows downstream. Incorporating a simple stratified reservoir module into RBM improves model
performance and increases the ability to apply the river temperature model to large basins with multiple
large reservoirs.

Plain Language Summary River temperature is important for ecosystem health and water quality.
It is affected by natural processes and also by human interventions, such as man-made infrastructure. In
particular, the construction of dams has established large and deep reservoirs where the temperature near
the surface is warmer during summer than near the bottom. This change of temperature with depth is a
natural process, called thermal stratification. Since water is typically released from the deeper reservoir layers,
the water temperature downstream of these dams is often cooler during summer than it would have been
without dams. This stratification process is well known and has been modeled before, but we are interested
in capturing this process in large river systems with many large dams. In this paper, we develop a new
component to represent the effects of stratification on reservoir and stream temperature and add it to an
existing computer model that simulates stream temperature. We simplify the problem by representing
the reservoir as a two-layer system and demonstrate that the model matches the behavior of observed
stream temperatures in the Tennessee River Basin. The resulting model is suitable for application over river
basins with many reservoirs.

1. Introduction

River temperature influences many aspects of water resources including water quality (Ducharne, 2008; Haag
&Westrich, 2002; Ozaki et al., 2003), power plant cooling (Förster & Lilliestam, 2011; Koch & Vögele, 2009), and
freshwater ecosystems (Eaton & Scheller, 1996; Ebersole et al., 2001; Lehmkuhl, 1972; Mohseni et al., 2003;
Neves & Angermeier, 1990). River temperature in any given reach results from the water and energy balance
for that reach and is therefore affected by water resources management. Reservoirs in particular alter river
flow by dampening peak and low flows via reservoir storage (McCully, 2001; Rosenberg et al., 2000).
Reservoirs are widespread—in the United States reservoir water storage equals 75% of the mean annual
runoff of all U.S. rivers (Biemans et al., 2011). Globally, reservoirs increase the time water resides in rivers
by approximately 1 month for all rivers on average and 2 months for impounded rivers (Vörösmarty
et al., 1997).
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Reservoirs modify water temperature in a number of ways and by extension affect downstream river tem-
perature. They increase surface warming by increasing the water surface area as well as the residence time
of water in the channel. In spring and summer, surface energy fluxes warm the reservoir surface, resulting
in lower-density surface waters and an increase of density with depth that prevents water at different depths
frommixing, leading to seasonal thermal stratification (Palmer & O’Keeffe, 1989; Petts, 1986; Poole & Berman,
2001; Prats et al., 2010). In other words, thermal stratification is maintained by a stable thermal structure with
high internal stability and low diffusion rates between the top (epilimnion) and bottom (hypolimnion) layers
(Bonnet et al., 2000; Fisher et al., 1979; Snodgrass & O’Melia, 1975). Stratification persists until the epilimnion
becomes cooler than the hypolimnion, which results in vertical instability and a well-mixed reservoir (Palmer
& O’Keeffe, 1989; Petts, 1986; Prats et al., 2010). Thermal stratification is most pronounced in reservoirs with
longer residence times, while reservoirs with shorter residence times typically exhibit the well-mixed nature
of river water (Prats et al., 2010; Yearsley, 2002). In temperate regions where lower flows often coincide with
peak stream temperatures, reservoirs typically release water from the hypolimnion, decreasing downstream
peak temperature (Petts, 1986; Ward, 1974; Webb & Walling, 1997). Thermal stratification in reservoirs is an
important hydrologic process that needs to be accounted for in river temperature models.

Although a number of distributed river temperature models exist (e.g., Li et al., 2015; Wu, Kimball, Elsner,
et al., 2012; Yearsley, 2009, 2012), most large-scale distributed land surface and river temperature models
do not include reservoir thermal stratification (Table 1). For example, some large-scale models simulate reser-
voirs along river networks simply by increasing the size of the discretized river cell and slowing down the flow
at the site of the reservoir. This scheme accounts for changes in surface area and travel time but not for ver-
tical thermal stratification (Li et al., 2015; van Vliet, Yearsley, Franssen, et al., 2012; van Vliet, Yearsley, Ludwig,
et al., 2012). Studies using such a scheme have successfully simulated river temperature downstream of reser-
voirs with relatively short residence times without explicit representation of reservoir stratification (Risley
et al., 2012; Wu, Kimball, Elsner, et al., 2012; Yearsley, 2002). However, model performance can decline at loca-
tions downstream of reservoirs with long residence times. For example, Wu, Kimball, Elsner, et al. (2012) simu-
lated river temperatures over the Pacific Northwestern United States with average Nash-Sutcliffe efficiencies
(NSE) of 0.69 across all sites for daily river temperature. However, the Skagit River, in the northwestern part of
Washington State, had the lowest NSE of 0.47 due to a relatively large positive model bias. The Skagit River is
heavily regulated in its middle reaches with three large reservoirs, the largest of which has an average resi-
dence time of 118 days. Downstream of these reservoirs, the river shows a narrow seasonal range in

Table 1
Examples of Existing Large-Scale Distributed Land Surface and River Temperature Models With Reservoirs

Manuscript
Modeling domain, spatial
and temporal resolution Reservoir simulation scheme

Reservoir
stratification?

Stream temperature model evaluation
time step and statistics

Li et al. (2015) Contiguous western
United States, 1/8°, daily

In reaches with reservoirs, flow is
regulated and cell geometry is
enlarged to emulate a reservoir

No Daily, all NSEs above 0.5 (did not summarize
NSEs, only mapped NSE values, therefore
includes sites upstream of reservoirs)

van Vliet, Yearsley,
Franssen, et al. (2012)

Global, 1/2°, daily In reaches with reservoirs, cell
geometry is enlarged and flow is
reduced to emulate a reservoir

No Daily, average median bias = �0.3 °C;
average RMSE = 2.8 °C,
average ra = 0.88 (across all sites,
including upstream of reservoirs)

van Vliet, Yearsley,
Ludwig, et al. (2012)

Europe and United States,
1/8°, daily

(Same as above) No No model evaluation

Boehlert et al. (2015) Contiguous United States,
sub-8-digit HUC (river segments
~16 km), monthly runoff,
hourly river temperature

Two-layer reservoir model with
surface energy and diffusion
between layers

Yes No model evaluation

Buccola et al. (2016) North Santiam River, 559 and
280 km2 (simulated two
basins for inflow), daily

Reservoir energy and flows
simulated with CE-QUAL-W2

Yes Time step not specified, mean absolute
error = 0.34 °C, NSE = 0.98 (only
compared for 1 year)

This study Tennessee River basin, 1/8°,
daily

Two-layer reservoir model with
surface energy and advection
and diffusion between layers

Yes Daily, NSE = 0.84 and 0.95, bias = 0.3
and 0.2 °C, RMSE = 2.5 and 1.7 °C (only
for two sites downstream of reservoirs)

Note. NSE = Nash-Sutcliffe efficiencies; RMSE = root-mean-square error.
aPearson correlation coefficient.
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observed temperature (approximately 4.0 to 10.0 °C), suggesting releases from the cooler hypolimnion of a
stratified reservoir. Similarly, Li et al. (2015) simulated distributed river temperatures across the continental
United States and had the poorest model performance below Hoover Dam which impounds Lake Mead, a
stratified reservoir with a long residence time. As a result, Li et al. (2015) recommended incorporating thermal
stratification into distributed river temperature models.

Some distributed models have explicitly simulated thermally stratified reservoirs to improve river tempera-
ture simulations. In one example, Buccola et al. (2016) simulated river temperature in a single basin with
one reservoir by integrating a spatially coarse land surface model with CE-QUAL-W2 (Cole & Wells, 2015)
which reproduced daily river temperature with an NSE of 0.98. CE-QUAL-W2 is one of the existing vertically
and horizontally discretized two-dimensional or three-dimensional hydrodynamic reservoir models that
can simulate reservoir temperature dynamics in detail (e.g., Bradford & Katopodes, 1999; Chung & Gu,
1998; Cole & Wells, 2015; King, 1993). Other examples include the Water Quality for River-Reservoir
Systems (USACE-HEC, 1986; Null et al., 2013) and HEC-5Q (Willey, 1986) models developed by the U.S.
Army Corps of Engineers. In these two models, reservoirs are represented by multiple one-dimensional hor-
izontal slices and energy conservation equations are used to calculate vertical temperature profiles. These
more complex models can provide insights into the thermal structure of stratified reservoirs. However, prac-
tical concerns, including software development, model implementation requirements, and computational
cost can make it difficult to integrate complex reservoir models into distributed hydrologic and river tem-
perature modeling systems for large-scale applications. Therefore, large-scale applications will benefit from
a simpler reservoir scheme that is able to capture the major thermal characteristics of reservoirs and is at
the same time easy to integrate into large-scale hydrologic modeling systems. Some existing studies have
attempted such a development. For example, Boehlert et al. (2015) incorporated a simple two-layer reservoir
model in their simulations of river water quality across the continental United States. However, their study
used a lumped model at coarse spatial and temporal resolution, which prevents detailed evaluation of the
performance of their reservoir schemes.

To simulate the impact of thermal stratification on river temperature in large-scale, regional applications
more effectively, our objective in this study is to incorporate a two-layer reservoir thermal stratification
scheme into an existing distributed land surface and river temperaturemodeling system and evaluate its abil-
ity to reproduce observed reservoir and river temperatures. Our specific objectives are to (a) develop and
evaluate a two-layer reservoir temperature model that can capture the effects of seasonal thermal stratifica-
tion on river temperature downstream of reservoirs; (b) evaluate the performance of this model in simulating
river temperature for systems with reservoirs that exhibit thermal stratification; (c) conduct a parameter sen-
sitivity analysis of this reservoir model. The reservoir temperature model was tested using multiyear daily
stream and reservoir temperature observations in the Tennessee River Basin in the southeastern
United States.

2. Methods
2.1. Model Overview

We developed a stand-alone two-layer stratified reservoir model and then coupled it with an existing river
temperature model, the River Basin Model (RBM). RBM simulates the cross-sectionally averaged river tem-
peratures forced by energy fluxes across the air-water interface in advection-dominated river systems
(Yearsley, 2009, 2012). For a specific river segment, RBM calculates the river temperature based on surface
energy fluxes, tributary mixing, and local source and sink terms such as energy inputs from thermal plants.
Energy transfer along the river network is calculated with a semi-Lagrangian numerical method. Yearsley
(2012) developed a grid-based version of the RBM model which allows RBM to operate with input from
grid-based land surface and hydrologic models. This is the version we used in this study.

2.2. Two-Layer Reservoir Model

Following Chapra (1997), we simplified our model representation of the thermal stratification process by
representing the reservoir as two well-mixed horizontal layers. The conceptual model for the reservoir is
shown in Figure 1. The two-layer model divides a reservoir into an epilimnion layer and a hypolimnion layer
(Figure 1). Each of the two layers is treated as a control volume. The heat balance equations for the epilimnion
(equation (1)) and hypolimnion (equation (2)) are the following:
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Ve
dTe
dt

¼ Qin;e T in � Teð Þ þ υAS Th � Teð Þ þ ASJ
ρeCp

(1)

Vh
dTh

dt
¼ Qin;h T in � Thð Þ þ Qvert Te � Thð Þ þ υAS Te � Thð Þ (2)

where subscripts e and h denote variables related to the epilimnion and hypolimnion, respectively, the
subscript in denotes inflow into the reservoir, and the subscript vert denotes the vertical exchange between
the epilimnion and hypolimnion. V is the volume of a reservoir layer (m3), T denotes temperature (°C), Q
denotes flow (m3/s), AS is the surface area of the reservoir (m2), J is the net surface energy flux (W/m2), υ is
the rate of heat transfer between the epilimnion and hypolimnion via both eddy and molecular diffusion
(m/s), ρ is water density (kg/m3), and Cp is the specific heat capacity of water (J·kg�1·°C�1). Specifically, Qin,e

and Qin,h represent horizontal, upstream flow into the epilimnion or hypolimnion, respectively. Qvert is flow
between the epilimnion and hypolimnion. For simplification, we assumed that water flows only from the epi-
limnion to the hypolimnion and not in the opposite direction. Because we assumed rectangular-shaped
reservoirs, the surface area separating the epilimnion and hypolimnion is the same as the reservoir area AS.
The net surface energy flux J (Figure 1) is a function of radiative fluxes (shortwave and longwave radiation)
as well as turbulent heat exchange (latent and sensible heat). This surface energy flux was calculated in a
manner consistent with that used in RBM for river segments (Yearsley, 2009). Although the epilimnion depth,
De (m), increases over the summer, De is typically smaller than the hypolimnion depth, Dh (m), and summer
releases typically occur from the hypolimnion (based on, e.g., Prats et al., 2010, in Europe and data from
Tennessee Valley Authority [TVA] in the United States). Here we assumed that the volume of the epilimnion
(Ve) remains constant with time and that Qin,e equals Qvert. As a result, the volume of the hypolimnion (Vh)
varies with reservoir releases. In the following sections, we describe in detail how the model estimates each
of the terms in equations (1) and (2).

Partitioning of total Qin into Qin,e and Qin,h is based on the relative water density of the inflow compared to
that of the hypolimnion, where water density is a direct function of water temperature (Weast et al., 1988):

Qin;e ¼ 1� fð ÞQin

Qin;h ¼ f Qin
(3)

where

Figure 1. Illustration of the two-layer reservoir module that includes mass and energy fluxes into, out of, and between the
two layers. R↓S is incoming shortwave solar radiation (W/m2), R↑S is reflected shortwave solar radiation (W/m2), R↓L is incoming
longwave radiation (W/m2), R↑L is outgoing longwave radiation (W/m2), LE is latent heat flux (W/m2), and H is sensible
heat flux (W/m2).
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f ¼ 1; ρh < ρin
0; ρh > ρin

�

where ρh and ρin are the densities of water of the hypolimnion and inflow (kg/m3), respectively. Our module
allows users to specify f for their particular application. Here we simply set f to 1 or 0, so that Qin either flows
into the epilimnion or hypolimnion.

Diffusion is calculated using an empirical equation based on water column stability (Snodgrass & O’Melia,
1975). When a lighter layer overlays a denser layer, the column is very stable. Conversely, when a denser layer
overlays a lighter layer, the column is very unstable and turnover will occur. The Brunt-Väisälä frequency N
(s�1) is often used to calculate the internal stability of reservoirs (e.g., Alcântara et al., 2010; Casamitjana
et al., 2003; Jennings et al., 2012):

N ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�1� g

ρe
� ρe � ρh

De þ Dhð Þ
2

� �
vuuut ; ρe < ρh

10�6; ρe > ρh

8>>><
>>>:

(4)

where g is the gravitational acceleration (m/s2), and the remaining terms are as defined before. N is set to
10�6 s�1 when ρe is greater than ρh because in this situation the two layers will become completely mixed.
We calculated υ based on the empirical equation from Quay et al. (1980):

υ ¼ 10m log N2ð Þþb

z
(5)

wherem is�0.65 and b is�3.1 when υ and N are in the units described above, which are both empirical con-
stants taken directly or estimated from Quay et al. (1980). The characteristic depth, z, was assumed to be 1 m.
Turnover is the process in lakes and reservoirs in which the water column becomes unstable and mixes ver-
tically due to greater density at the water surface (Bonnet et al., 2000; Snodgrass & O’Melia, 1975). We did not
explicitly simulate turnover, but υ is large during unstable conditions, which produces a well-mixed reservoir.

In grid-based RBM, we implemented the two-layer reservoir module for grid cells where reservoirs are
located, with each modeled reservoir spanning one or more grid cells along the river network (depending
on the length of the reservoir). Reservoir releases were determined by water management operations (see
section 2.4 for further description). Based on observed reservoir release information for our study region,
we assumed that all releases occur from the hypolimnion as long as there is sufficient water in the hypolim-
nion. When releases exceed the volume stored in the hypolimnion, releases are from the epilimnion. This
situation did not occur during the simulations evaluated in this study.

Following the methods described by Yearsley (2009, 2012), river temperature is calculated with a semi-
Lagrangian method. At the beginning of the RBM simulation, water temperatures at each river segment
and each reservoir are initialized to a constant temperature (for our study area we used 10 °C). To calculate
the water temperatures at a certain time step (t) given the temperatures at the last time step (t� 1), the water
parcel at each segment is tracked to its previous upstream location at time t� 1 depending on flow velocity.
Generally, this location is in between two river segment points, in which case the parcel’s temperature at t� 1
is interpolated based on the adjacent segments (Yearsley, 2009). If a water parcel passes through a headwater
or reservoir outlet as it is tracked upstream, its temperature is set to the temperature of the headwater or the
reservoir release at time t� 1. Water parcels are then tracked downstream over the period from t� 1 to t, and
their temperatures at time t are calculated following the energy balance equation described by Yearsley
(2009, 2012):

ρCp
d Tnom AXð Þ

dt
¼ Sþ ρCpQtribT trib

D
(6)

where Tnom is the water temperature for a specific parcel (°C), Ax is the cross-sectional area of the stream (m2),
S is a source term (e.g., thermal plant input; J·s�1·m�1), Qtrib is flow from a tributary (m3/s), Ttrib is the tempera-
ture from the corresponding tributary (°C), and D is the depth of the river channel (m).
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2.3. Study Area and Data Sets

The Tennessee River Basin is located in the southeastern United States with a drainage area of 106,000 km2

and a mean discharge at the outlet of 2,000 m3/s (Figure 2). The Tennessee River flows westward into the
Ohio River and is its largest tributary. The Tennessee River Basin has 34 major reservoirs, 14 of which have
a residence time greater than 50 days (TVA, 2012). The basin has a seasonal climate with warm summer air
temperatures and cool winter air temperatures that results in reservoir temperature stratification in the sum-
mer for reservoirs with longer residence times.

We compared the simulated river temperatures from RBM with observed river temperature from 20 selected
U.S. Geological Survey (USGS) stream sites (USGS, 2018a; Table S1 in the supporting information). These 20
sites were selected because they have both streamflow and stream temperature observations for the simula-
tion time period, and they are located on rivers large enough to be represented at our model resolution. Two
sites of particular interest are Knoxville and South Pittsburg (Table 2 and Figure 2), since they are immediately
downstream of a reservoir. The other 18 USGS stream sites are located on rivers with drainage areas ranging
from 259 to ~59,000 km2. We also obtained river temperature measurements at five locations downstream of
Tims Ford Reservoir along the Elk River. These temperature measurements were collected during the summer
from 2005 to 2012 as part of a biological study of dam releases (Potoka et al., 2016).

We also compared simulated and observed temperature in reservoirs. The TVA measured reservoir tempera-
tures at Cherokee Reservoir, Fort Loudon Reservoir, Kentucky Reservoir, and Guntersville Reservoir for a per-
iod of 8 to 10 years. These measurements were taken mostly during April to October on a biweekly basis.
Reservoir temperatures were measured near the reservoir outlet and were typically measured every 1 to

Figure 2. Map of the Tennessee River Basin with the 25 reservoir locations included in the simulations (black and blue triangles show locations of corresponding
dams) and downstream U.S. Geological Survey stream temperature measurement sites (red squares). Blue triangles denote dam locations with observed reservoir
temperature.

Table 2
Summary of Selected Sites With Observed River Temperature Data

USGS site city
and state

Simulated reservoir immediately upstream
of site, river distance downstream (km)

Reservoir
volume (m3)a

Mean annual
flow (m3/s)a

Drainage area
above dam (km2)

Reservoir residence
time (days)a

Total days of
measurements (days)

Knoxville, TN Cherokee reservoir, 74 1.9 × 109 127 8.9 × 103 92 2,074
South
Pittsburg, TN

Chickamauga reservoir, 85 9.1 × 108 962 5.4 × 104 8 2,587

Multiple sites Tims Ford reservoir, multiple 6.5 × 108 27 1.4 × 103 240 2,054b

Note. USGS = U.S. Geological Survey.
aBased on data from Tennessee Valley Authority (2012). bAveraged across all five sites and years before end of simulation period at end of 2010.
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2 m of depth. We determined the typical depth of the thermocline (the separation of the epilimnion and the
hypolimnion) in the summer by visually evaluating the measured vertical temperature profiles. For both river
and reservoir temperatures, we compared observations with simulated results in terms of the bias and root-
mean-square error (RMSE).

We used the gridded daily meteorological data set from Maurer et al. (2002) to provide daily precipitation,
minimum and maximum temperatures, and wind speed for the period 1949–2010. Other meteorological
forcing variables required by RBM and/or the hydrologic models, including shortwave and longwave
radiation, air pressure, and relative humidity, were generated using the MTCLIM algorithms (Bohn et al.,
2013; Hungerford et al., 1989; Kimball et al., 1997; Thornton & Running, 1999) and the TVA algorithm
(TVA, 1972).

2.4. Modeling Framework

To evaluate the performance of RBMwith the two-layer stratified reservoir representation, we conducted two
sets of simulations of river and reservoir flow and temperature:

1. RBM with the two-layer reservoir module as described in section 2.2. This simulation is labeled as RBM-2L
hereafter;

2. RBM with reservoir representation, but with the two-layer stratification turned off. Instead, we treated
each reservoir as a continuously stirred reactor and calculated a single energy balance for the entire reser-
voir. This simulation is labeled as RBM-NS (denoting no stratification).

Figure 3 shows the modeling framework for our study, which provides flow and energy input variables for
both RBM-2L and RBM-NS. This modeling framework is similar to previous Variable Infiltration Capacity
(VIC)-RBM studies (van Vliet, Yearsley, Franssen, et al., 2012; Yearsley, 2012).

Figure 3. Model framework of the study.
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We simulated surface energy fluxes, hydrology, and river temperature in the Tennessee River Basin at 1/8°
spatial resolution from 1949 to 2010. We configured the VIC land surface model (Liang et al., 1994) and linked
it with the routing model, RVIC (Hamman et al., 2017), to simulate naturalized streamflow (i.e., flow as if no
reservoirs or other human impacts exist), and then simulated the reservoir operation to calculate regulated
flow (i.e., flow with reservoir impacts) using a simple reservoir operation model. VIC has been widely used
for large-scale hydrological studies in a variety of hydroclimates (e.g., Adam & Lettenmaier, 2008; Clark
et al., 2015; Nijssen et al., 2001; Wu et al., 2007). The VIC model was forced with the same meteorological
inputs as RBM inputs. Fast and slow response runoff generated by VIC for each grid cell was routed through
the river network by the RVIC river routing model, resulting in naturalized streamflow at all flow locations. We
then implemented a simple reservoir operation model. At each reservoir, we used historical reservoir storage
data from TVA (2012, 2016) to construct a reservoir rule curve to guide releases and imposed maximum and
minimum release constraints associated with flood control and environmental flow requirements. Reservoir
storage was initialized according to this rule curve, and reservoir releases responded dynamically to inflows
and storage levels, subject to the flow constraints. In the simple reservoir operation model, reservoir opera-
tion was simulated from upstream reservoirs to downstream ones, so that the impact of upstream reservoir
regulation is propagated downstream.

The RBM model (both RBM-2L and RBM-NS) simulated daily river temperatures in the river network discre-
tized to 1/8° model grid cells. The gridded flow direction information was obtained from Wu, Kimball, Li,
et al. (2012). In total, 25 major reservoirs were considered in the model. Run-of-river reservoirs were not
included in our modeling system since reservoir storage for these reservoirs is relatively small. Reservoir geo-
metries were obtained from the TVA including reservoir location, length, and surface area (TVA, 2012). Mean
reservoir width was calculated as reservoir surface area divided by reservoir length. For simplicity, reservoir
width and length were kept constant over time. Reservoir depth was calculated from reservoir storage simu-
lated by the simple reservoir operationmodel. Reservoirs span one or more grid cells depending on the reser-
voir length obtained from TVA (2012). For RBM-2L, the two-layer module was initialized with an epilimnion
depth, De, equal to 40% of the total depth and thus an hypolimnion depth equal to 60% of the total depth.
The relative epilimnion and hypolimnion depths were estimated based on observed temperature profiles in
four stratified TVA reservoirs and the Riba-roja reservoir in the Lower Ebro River in Spain (Prats et al., 2010).

Required inputs into RBM, including stream depth, width, and flow velocity, were estimated from simulated
regulated flow based on empirical relationships developed by Leopold and Maddock (1953) and
Chapra (1997):

D ¼ aQb (7)

w ¼ cQd (8)

where Q is regulated flow on a given day and grid cell (m3/s); D is flow depth (m);w is flowwidth (m); and a, b,
c, and d are empirical parameters. Here we assumed constant values for these four parameters over the whole
study domain. We fit these constants using historical field measurements of hydraulic cross sections at 3,330
measurement locations throughout the Tennessee River Basin (USGS, 2018b), including discharge, stream
channel width, cross-sectional area, and flow velocity. The fitted parameter values are the following:
a = 0.408, b = 0.392, c = 4.346, and d = 0.520. Once D and w were calculated, flow velocity, v (m/s), was then
calculated as

v ¼ Q
wD

(9)

For both RBM-NS and RBM-2L, hydraulic data are not needed at reservoir grid cells since the reservoir module
is used for those grid cells instead.

Headwater temperature was estimated with a nonlinear regression model that calculates daily headwater
temperature from air temperature (Mohseni et al., 1998):

T stream ¼ μþ α� μ
1þ eγ β�Tairð Þ (10)

where μ, α, β, and γ are empirical parameters. We assumed constant values for these parameters throughout
the whole river basin and fit the parameters based on stream temperature and daily mean air temperature at
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the corresponding grid cell. Stream temperature observations at 18 USGS stream temperature sites in the
Tennessee River Basin were used for this purpose. All 18 sites were close to headwater locations and unaf-
fected by reservoir operations. The fitted parameter values are the following: α = 27.18, β = 13.39, γ = 0.18,
and μ = 0. Although thermal effluents from thermoelectric power plants occur in the Tennessee River
Basin, we did not account for thermal discharge in this study.

2.5. Two-Layer Model Sensitivity Analysis

We conducted a sensitivity analysis to evaluate the sensitivity of the two-layer reservoir module to its para-
meters. Initial sensitivity experiments (not shown) showed that the model was particularly sensitive to the
relative depths of the epilimnion and hypolimnion. To analyze the impact of this partitioning on reservoir
energy dynamics, we conducted a series of sensitivity experiments using the model setup for Cherokee
Reservoir. RBM was implemented from 1949 to 2010 for the Holston River Basin with the same modeling fra-
mework and meteorological forcings described in section 2.3. Cherokee Reservoir is located on the Holston
River upstream of its confluence with the Tennessee River. We conducted seven simulations, in which the
initial ratio of the epilimnion depth to the total depth (De/DT) was varied from 0.1 to 0.7 with 0.1 increments.
We then investigated the response of the daily change in the epilimnion temperature (ΔTe), the daily change
in the hypolimnion temperature (ΔTh), and the depth-averaged surface energy input (J).

3. Results
3.1. Discharge

Discharge simulations by VIC, RVIC, and the simple reservoir operation model captured the seasonal peaks
and changes in flow with precipitation events and dry periods (time series not shown). The median NSE
values at the 20 USGS stream sites are 0.53 and 0.71 for daily and monthly time series, respectively. The med-
ian RMSE and median normalized RMSE for mean monthly flows at these 20 sites are 7.28 m3/s and 0.53,
respectively. The median relative bias for streamflow at these 20 sites is 4.6%. For the South Pittsburg gauge,
which is located downstream of Cherokee Reservoir, the daily and monthly NSEs are 0.53 and 0.76, respec-
tively. RMSE and normalized RMSE for mean monthly flows at this site are 260 m3/s and 0.24, respectively.
Relative bias for this site is �10.9%.

3.2. Reservoir Temperature

Simulated and observed reservoir temperatures for four TVA reservoirs are shown in Figure 4. The top two
rows show the simulated reservoir temperatures at four reservoirs based on RBM-2L and RBM-NS (averaged
over all depths), respectively. For both RBM-2L and RBM-NS, a warm bias exists across all reservoirs, but over-
all reservoir temperatures simulated by RBM-2L outperform those by RBM-NS. Specifically, the bias is greater
for RBM-NS, especially at Cherokee Reservoir, which has the longest residence time among the four reser-
voirs. Daily RMSE values, averaged over all four sites, for RBM-2L and RBM-NS are 1.7 and 4.8 °C, respectively.
Comparing all four reservoirs, RBM-NS performs the worst at Cherokee Reservoir, with an RMSE of 7.5 °C and a
bias of 6.0 °C. This reservoir also displays the largest relative improvement when thermal stratification is con-
sidered with an RMSE of 2.3 °C and a bias of 1.3 °C by RBM-2L.

The bottom two rows in Figure 4 show the simulated reservoir temperatures from RBM-2L averaged over the
epilimnion and the hypolimnion, respectively. In general, the simulated values capture the temperature dif-
ferences between the two layers, but the modeled epilimnion temperatures show a slight warm bias at all
reservoirs, while the hypolimnion temperatures show a slight cool bias.

Comparing RBM-2L and RBM-NS across the 25 reservoirs (not shown), RBM-2L consistently produces cooler
summer reservoir temperatures than RBM-NS. Average simulated mean August reservoir temperature after
1980, the year the last reservoir we simulated was constructed, is 5.5 °C cooler in RBM-2L than in RBM-NS.
For the 12 reservoirs with an average residence time above 50 days, the mean August reservoir temperature
is 7.6 °C cooler in RBM-2L than in RBM-NS.

We also compared the turnover dates simulated by RBM-2L with observed turnover dates for each year for
the four reservoirs (Figure 5). We assumed that thermal stratification was characterized by a temperature dif-
ference of least 0.5 °C between the epilimnion and the hypolimnion. Reservoir temperatures were measured
at irregular intervals, and Figure 5 shows the time period during which turnover occurred based on the last
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measurement before and the first measurement after turnover. To calculate the time lag between the
observed and simulated turnover dates, we used the midpoint of the observation interval for comparison
with the simulated turnover date. In some years at some reservoirs, observations ended before turnover
occurred, in which case we extended the background pattern in Figure 5 from the dates of the last
observation to the right side of the figure. Because of the lack of an observed turnover date for these
cases, these years were excluded from our lag calculations between observed and simulated turnover
dates. Observed turnover occurred between 18 June and 27 October, while simulated turnover dates have
a narrower range (between 8 August and 13 October). In general, RBM-2L captures the occurrence of
turnover in late summer to midfall. For years for which an observed turnover date is available, RBM-2L
predicts turnover 11 days earlier than observed on average, with a mean difference of less than 6 days at
Cherokee and Kentucky reservoirs and a mean difference of 23 days at Guntersville. For Fort Loudoun,
simulated turnover occurs earlier than observed for most years, with a large outlier of 58 days later in 1990
when observed turnover was uncharacteristically early for this reservoir. Note that the date of the
simulated turnover matches the observation better when turnover occurs later in the year, while the
match is worse when the turnover happens earlier in the year, perhaps because the simplified two-layer
model is not able to represent some complex dynamics of the vertical temperature profile in reservoirs.

3.3. River Temperature

Evaluation statistics of the simulated daily river temperatures are summarized in Table 3. Across all the 20
USGS stream observation sites, the median RMSE is improved from 2.7 °C by RBM-NS to 2.3 °C by RBM-2L
(Table 3, first two rows). The annual bias is small for both model versions (Table 3, top two rows).

Figure 4. Simulated versusmeasured reservoir temperature from both RBM-NS (row a) and RBM-2L (row b). Each data point in the figure is onemeasurement, mostly
biweekly during the period April–October. The bottom two rows show the epilimnion (row c) and hypolimnion (row d) temperatures from RBM-2L. Observed epi-
limnion (hypolimnion) temperatures are calculated by averaging the temperature measurements for the upper 40% (bottom 60%) of the total observed reservoir
depth. RBM = River Basin Model; RMSE = root-mean-square error.
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We compared simulated river temperatures of RBM-2L and RBM-NS with observations at Knoxville and South
Pittsburg, downstream of Cherokee and Chickamauga reservoirs, respectively (Figure 6). In general, RBM-2L
performs better than RBM-NS at both sites, especially during warm seasons. This is consistent with the results
shown in Table 3 (last four rows). Overall, RBM-NS overpredicts river temperature, especially in summer, since
it is does not account for a cooler hypolimnion in a stratified reservoir. RBM-2L shows a much smaller bias for

Figure 5. Comparison of simulated versus observed turnover date (i.e., the day of year when turnover occurred) for each
year for four reservoirs. Turnover is assumed to occur when the difference between the epilimnion temperature and the
hypolimnion temperature is less than 0.5 °C. Markers show the simulated turnover dates. Shaded hatched areas show the
time period during which turnover was observed based on the last measurement before and the first measurement after
turnover. The unshaded hatched areas represent the situation in which turnover occurred after the last observation. In
those cases, the left boundary denotes the day of the last observation and the hatched area is extended to the right
boundary at 300 days.

Table 3
Statistical Comparison of Daily, Simulated River Temperature Between RBM With Stratification (RBM-2L) and RBM Without Stratification (RBM-NS)

Annual Jan–Mar Apr–Jun Jul–Sep Oct–Dec

Model, USGS Site
Bias
(°C)

RMSE
(°C)

AMD
(°C)

bias
(°C)

RMSE
(°C)

AMD
(°C)

bias
(°C)

RMSE
(°C)

AMD
(°C)

bias
(°C)

RMSE
(°C)

AMD
(°C)

bias
(°C)

RMSE
(°C)

AMD
(°C)

RBM-NS, all selected USGS sites 0.1 2.7 2.2 �1.6 2.3 1.9 1.6 2.7 2.3 1.7 2.5 2.1 �1.2 2.4 2.0
RBM-2L, all selected USGS sites 0.0 2.3 1.9 �1.5 2.2 1.9 0.9 2.4 2.0 1.4 2.1 1.7 �1.2 2.4 1.9
RBM-NS, Knoxville 2.3 5.1 3.8 �1.3 2.2 1.8 3.9 6.0 4.7 6.7 7.4 6.7 �0.9 2.0 1.7
RBM-2L, Knoxville �1.0 2.5 1.9 �1.1 1.8 1.3 �2.1 3.7 3.0 �1.2 2.3 2.0 0.7 1.3 1.0
RBM-NS, South Pittsburg 1.3 3.3 2.8 �1.0 2.9 2.4 3.5 3.9 3.5 3.0 3.6 3.1 �1.6 2.3 2.0
RBM-2L, South Pittsburg �0.6 1.6 1.2 �1.5 2.3 1.8 0.2 1.3 0.9 �0.7 1.5 1.1 �0.7 1.6 1.3

Comparisons include bias, RMSE, and AMD. The first two rows of comparison are for locations of all the 20 USGS stream sites (statistics shown are median of all
sites). The remaining rows show results at two specific sites, Knoxville and South Pittsburg (Figure 2). RBM = River Basin Model; RMSE = root-mean-square error;
AMD = absolute mean difference; USGS = U.S. Geological Survey.
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the summer river temperature than RBM-NS. The improvement is greater at Knoxville than at South Pittsburg,
because their upstream reservoirs have greatly different residence times. Cherokee Reservoir and
Chickamauga Reservoir have residence times of 92 and 8 days, respectively, and as a result, there is a greater
impact of reservoir stratification on Knoxville river temperature than on the river temperature at South
Pittsburg.

Table 3 also shows daily model performance for seasons other than summer at the two stream locations. In
general, RBM-2L improves model evaluation statistics for these other seasons as well. Other than summer,
spring (April–June) shows the greatest improvement. Fall (October–December) river temperatures are only
slightly improved with RBM-2L, since in fall the reservoir is typically well mixed because turnover occurs dur-
ing this season. Fall is also the season with the best model performance for all model runs and both locations.
In winter (January–March), both RBM-2L and RBM-NS show a small low bias for river temperature at
both locations.

Comparison between the Elk River temperature observations and simulations downstream of Tims Ford
Reservoir reveals that RBM-2L captures the river temperature dynamics as a river parcel moves downstream
and the impact of cool reservoir releases diminishes (Figure 7). For example, at a location 22 km downstream
of the reservoir, the observed river temperature in the middle of summer typically does not exceed 25 °C
(Figure 7e), while the river temperature routinely exceeds this threshold further downstream (e.g., Figure 7a).
Peak summer river temperatures increase in the downstream direction. This spatial pattern of observed river
temperature is captured well by RBM-2L, while RBM-NS fails to produce this pattern with peak-summer
temperature above 30 °C at all locations along the river.

3.4. RBM-2L Sensitivity Analysis

Results of the sensitivity analysis of the initial depth ratio (De/DT) are shown in Figure 8. The three panels show
the mean rate of warming or cooling in spring and summer for each depth ratio scenario. The first two
panels show the seasonal mean daily warming or cooling (ΔT in °C/day) in the epilimnion (ΔTe) and the

Figure 6. Simulated and observed river temperature at (a) Knoxville gauge downstream of Cherokee Reservoir and (b) at
South Pittsburg gauge downstream of Chickamauga Reservoir. RBM = River Basin Model.
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hypolimnion (ΔTh), respectively, while the third panel shows the net surface energy input (J) for each depth
ratio scenario. We focused on spring and summer because these are the seasons with more significant
thermal stratification.

In spring, temperatures in both epilimnion and hypolimnion increase more slowly with a deeper epilimnion
(i.e., larger De/DT), as shown by the pink lines in the first two panels of Figure 8. The epilimnion warms more
slowly as a result of the greater thermal inertia associated with the larger volume of water. The hypolimnion
temperature responds to the temperature increase of epilimnion but is much less sensitive to the depth ratio
(De/DT) than the epilimnion temperature.

Figure 7. River temperature time series for five sites on the Elk River downstream of Tims Ford Reservoir. Time series show observed and simulated river temperature
at each location with shaded area as the maximum and minimum values at each day of year during the period 2005–2010. Only days of year with observations for
at least 3 years are shown. The labels in the top left corner of the time series panels show the river distance from the dam location to the observation site. Error
metrics (RMSE and bias) are calculated based on daily values. RBM = River Basin Model; RMSE = root-mean-square error.

Figure 8. Sensitivity analysis of simulated reservoir temperature at Cherokee Reservoir in response to the ratio of the initial epilimnion depth to the total reservoir
depth (De/DT). Sensitivity analyses are for (a) mean seasonal daily change in epilimnion temperature (ΔTe), (b) mean seasonal daily change in hypolimnion tem-
perature (ΔTh), and (c) mean seasonal depth-averaged surface energy input (J). Each point indicates the seasonal average value for each variable. MAM = March-
April-May; JJA = June-July-August.

10.1029/2018WR022615Water Resources Research

NIEMEYER ET AL. 8115



In summer, temperatures in both layers show a faster warming rate if the epilimnion is deeper (black lines in
the first panels of Figure 8). While a reservoir with a deeper epilimnion warms more slowly, it also cools more
slowly at the end of the summer, resulting in a faster overall warming rate during this season. Again, the
hypolimnion temperature is less sensitive to the depth ratio (De/DT) than the epilimnion temperature.

The depth-averaged surface energy inputs are greater with a shallower initial epilimnion for both spring and
summer (Figure 8c). The total net energy input in summer is smaller than in spring, because increases in
downward shortwave and longwave radiation are more than offset by increases in outgoing longwave
and increases in turbulent heat fluxes (latent and sensible heat) away from the water surface.

4. Discussion

The two-layer reservoir module incorporated into the RBM model effectively captures seasonal thermal
stratification and improves modeled river temperatures in the Tennessee River Basin. RBM-2L captures both
the degree and timing of temperature changes in the two layers, as well as that in the entire reservoir on
average, which therefore improves simulated river temperatures downstream of reservoirs. The improve-
ment is especially pronounced downstream of reservoirs with longer residence times (e.g., Cherokee
Reservoir). Consistent with observations, in RBM-2L released water from the hypolimnion is cooler relative
to natural streams during the spring and early summer and warmer during later summer and early fall.

The improvement is moderate at stream locations downstream of reservoirs with relatively short residence
times (e.g., South Pittsburg downstream of Chickamauga Reservoir with an 8-day residence time). This
finding is consistent with other studies that effectively simulated river temperatures without a stratified
reservoir module at stream sites downstream of reservoirs with short residence times (Li et al., 2015; van
Vliet, Yearsley, Franssen, et al., 2012; Wu, Kimball, Elsner, et al., 2012; Yearsley, 2002, 2009). At stream locations
downstream of reservoirs with longer residence times, past studies have shown worse model performance,
as mentioned in section 1. The two-layer stratified reservoir module implemented in this study therefore
results in much better simulations of river temperature downstream of reservoirs with longer residence times
(e.g., Knoxville downstream of Cherokee Reservoir with 92-day residence time and sites on the Elk River
downstream of Tims Ford Reservoir with 240-day residence time). One shortcoming of our model is that it
did not capture some of the abrupt increases and decreases in river temperature in spring (Figure 6). By
comparing observed releases with these abrupt changes in temperature, it appears that the temperature
drops during periods of high releases and increases during periods of low releases. Since our model simulates
reservoir releases based on a fixed rule curve estimated from historical median daily releases, it is unable to
simulate abrupt temperature changes in response to releases that deviate from the historical median release
for that particular day.

In this case study, we assumed that all reservoir releases occurred from the hypolimnion. This assumption
may not be valid for reservoirs where active temperature control is possible and water can be extracted from
either layer (or a mix). However, themodel can bemodified easily to accommodate selective withdrawal from
either layer (or a mix). Although we applied RBM, as well as the reservoir module, at a daily time scale, in this
study, RBM itself has been applied in several studies at a subdaily time step (Sun et al., 2015; Yearsley, 2009).

Errors in simulated river temperature may result from multiple sources. Yearsley (2012) summarized perfor-
mance metrics in stream temperature simulation studies and reported RMSE values in these studies that ran-
ged from 0.5 to 3.6 °C (RMSE for our study is about 1.7 °C). We performed no exhaustive calibration of model
parameters. Our main purpose was to modify an existing stream temperature model (RBM) to account for
reservoir effects and to compare the performance of this extended model (RBM-2L) with the original (RBM-
NS). Thus, model performance can be improved through further calibration of model parameters. Errors in
our simulated stream temperatures do not only result from limitations of RBM-2L and its parameters. We
use gridded meteorological forcing data and simulated water fluxes as input to RBM and errors in simulated
stream temperature are at least partly inherited from the errors in these inputs. We used simulated rather
than observed streamflow as input to RBM, since RBM will typically be used as part of a modeling chain that
uses simulated streamflow. Another possible error source is our estimation of headwater temperatures. We
used a single set of Mohseni parameters to estimate headwater temperatures for the entire region
(Mohseni et al., 1998). This neglect of spatial differences may have led to additional error (Luce et al., 2014;
Yearsley, 2009, 2012). However, this error decays as water parcels move downstream and has little impact
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on water temperature in large reservoirs. Similarly, our use of simple and generic rules for some of the model
component (e.g., we used the same De/DT for every reservoir) ignored much of the detail that makes each
reservoir unique. However, qualitatively and quantitatively, RBM-2L outperforms RBM-NS in capturing the
effect of reservoirs on downstream stream temperature.

The sensitivity analysis suggests potential ways for parameter calibration andmodel improvement. For exam-
ple, in summer, RBM-2L shows a consistent cool bias in simulated river temperature at both Knoxville and
South Pittsburg (Figure 6). Calibration of De/DT could potentially improve model performance of both the
reservoir temperature and downstream river temperatures. We also conducted a sensitivity analysis to eval-
uate the impact of reservoir geometry on the simulated epilimnion and hypolimnion temperatures (not
shown). We evaluated a series of trapezoidal reservoir cross sections between rectangular and triangular
while maintaining the reservoir volume and therefore its thermal mass. Reservoir cross section in RBM-2L
had a relatively small effect on the simulated epilimnion and hypolimnion temperatures.

As mentioned in section 1, our finding that a two-layer reservoir module improves the simulation of reservoir
and river temperatures is not new. The novelty and contribution of our modeling framework is the integra-
tion of a simple stratified two-layer reservoir model into a distributed river flow and temperature modeling
system which allows for large-scale, regional simulations with tens or hundreds of individual reservoirs.
This type of distributed river temperature model with a sufficiently detailed reservoir representation will
especially benefit applications in which a large ensemble of river temperature simulations over a large
domain is necessary, such as large-scale modeling studies of future climate impacts on river temperatures.

5. Conclusion

River temperatures impact water resources management and the many benefits that river systems provide.
However, human activities such as the construction of dams and the management of reservoir releases in
turn affect river temperatures. It is, therefore, essential to account for reservoir operations and reservoir stra-
tification to accurately simulate river temperatures in large river basins that often include many large reser-
voirs. Multiple highly discretized reservoir temperature models exist that capture the complex temperature
dynamics in reservoirs, but these models typically require significant model development, parameter estima-
tion, and computational cost, making application of these models over large-scale domain with numerous
reservoirs difficult. A challenge with any large-scale hydrologic modeling effort is to capture all the salient
hydrologic processes but retain a model that requires easily obtainable input parameters and reasonable
computational cost. Our study accomplishes this by incorporating a simple two-layer reservoir module into
an existing hydrologic and river temperature modeling system. By including a two-layer representation of
thermal stratification and the dominant energy exchange terms that affect stream temperature, we improve
the simulation of both reservoir temperature and downstream river temperature.

The greatest improvement in river temperature simulations occurs at river sites downstream of reservoirs
with longer residence times and at sites closer to reservoir outlets. Furthermore, the time of year when river
temperature simulation is most improved is in the spring and summer months when reservoir stratification
occurs. As a result, the addition of a stratified reservoir will not greatly improve river temperature simulations
if the river site of concern is downstream of reservoirs with short residence times, is far downstream of a reser-
voir, or the period of concern is not principally in the spring or summer. However, many of the world’s large
rivers include reservoirs with long residence times. Also, peak summer temperatures are often of greatest
concern for power plant cooling and aquatic habitats. Therefore, the simplicity of the two-layer reservoir
module described here allows for the application of RBM to large regulated river systems to gain scientific
insights and improve management of these rivers.
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